## Path by path uniqueness of stochastic differential equations

Lukas Wresch

Bielefeld University

The 14th Workshop on Markov Processes and Related Topics, Chengdu, China

18th July 2018

Table of Content

1 Motivation \& Definitions

## 2 Strategy of the proof

3 Proof of the Approximation Theorem

## Table of Content

1 Motivation \& Definitions

2 Strategy of the proof

## 3 Proof of the Approximation Theorem

4 Main result

## Table of Content

1 Motivation \& Definitions

2 Strategy of the proof

3 Proof of the Approximation Theorem
4. Main result

## Table of Content

1 Motivation \& Definitions

2 Strategy of the proof

3 Proof of the Approximation Theorem

4 Main result

## Stochastic Differential Equations

## Stochastic Differential Equations in infinite dimensions

On a fixed probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \in[0, T]}, \mathbb{P}\right)$ we consider the stochastic differential equation

$$
\begin{equation*}
\mathrm{d} X_{t}=-A X_{t} \mathrm{~d} t+f\left(t, X_{t}\right) \mathrm{d} t+\mathrm{d} W_{t}, \quad X_{0}=0 \tag{SDE}
\end{equation*}
$$

- $W$ is a cylindrical Brownian motion,
$[0, T] \times H \longrightarrow H$ is a bounded Borel function,


## Stochastic Differential Equations

## Stochastic Differential Equations in infinite dimensions

On a fixed probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \in[0, T]}, \mathbb{P}\right)$ we consider the stochastic differential equation

$$
\begin{equation*}
\mathrm{d} X_{t}=-A X_{t} \mathrm{~d} t+f\left(t, X_{t}\right) \mathrm{d} t+\mathrm{d} W_{t}, \quad X_{0}=0 \tag{SDE}
\end{equation*}
$$

- $W$ is a cylindrical Brownian motion, - $f:[0, T] \times H \longrightarrow H$ is a bounded Borel function,


## Stochastic Differential Equations

## Stochastic Differential Equations in infinite dimensions

On a fixed probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \in[0, T]}, \mathbb{P}\right)$ we consider the stochastic differential equation

$$
\mathrm{d} X_{t}=-A X_{t} \mathrm{~d} t+f\left(t, X_{t}\right) \mathrm{d} t+\mathrm{d} W_{t}, \quad X_{0}=0 \quad \text { (SDE) }
$$

- $W$ is a cylindrical Brownian motion,
- $f:[0, T] \times H \longrightarrow H$ is a bounded Borel function,



## Stochastic Differential Equations

## Stochastic Differential Equations in infinite dimensions

On a fixed probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \in[0, T]}, \mathbb{P}\right)$ we consider the stochastic differential equation

$$
\mathrm{d} X_{t}=-A X_{t} \mathrm{~d} t+f\left(t, X_{t}\right) \mathrm{d} t+\mathrm{d} W_{t}, \quad X_{0}=0 \quad \text { (SDE) }
$$

- $W$ is a cylindrical Brownian motion,
- $f:[0, T] \times H \longrightarrow H$ is a bounded Borel function,
- $A: D(A) \longrightarrow H$ is positive definite, self-adjoint, linear, $A^{-1}$ is trace class.


## Stochastic Differential Equations

## Stochastic Differential Equations in infinite dimensions

On a fixed probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \in[0, T]}, \mathbb{P}\right)$ we consider the stochastic differential equation

$$
\mathrm{d} X_{t}=-A X_{t} \mathrm{~d} t+f\left(t, X_{t}\right) \mathrm{d} t+\mathrm{d} W_{t}, \quad X_{0}=0 \quad \text { (SDE) }
$$

- $W$ is a cylindrical Brownian motion,
- $f:[0, T] \times H \longrightarrow H$ is a bounded Borel function,
- $A: D(A) \longrightarrow H$ is positive definite, self-adjoint, linear, $A^{-1}$ is trace class.

$$
\begin{gathered}
A e_{n}=\lambda_{n} e_{n}, \quad \text { with } \lambda_{n}>0 \text { and } \\
\sum_{n \in \mathbb{N}} \lambda_{n}^{-1}<\infty .
\end{gathered}
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The case $A=-\frac{\mathrm{d}^{2}}{\mathrm{~d} x^{2}}$ was proved by O. Butkovsky and L. Mytnik in 2016.
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For $Q \subseteq H \subseteq \mathbb{R}^{\mathbb{N}}$ we define the effective dimension of $Q$ as
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## Main result

Assumptions on the drift $f=\left(f_{n}\right)_{n \in \mathbb{N}}$
We assume that

- $\|f\|_{\infty, A}:=\sup _{t \in[0, T], x \in H} \sum_{n \in \mathbb{N}} \lambda_{n} e^{2 \lambda_{n}}\left|f_{n}(t, x)\right|^{2}<\infty$
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## Theorem (Main result, LW17)

Under the above assumptions path-by-path uniqueness holds for equation (SDE).

## Idea of the proof of the main result

## Idea of the main proof

Fix an $\omega \in \Omega$. Let $u$ be a function solving

$$
u(t)=\int_{0}^{t} e^{-(t-s) A}\left(f\left(s, u(s)+X_{s}(\omega)\right)-f\left(s, X_{s}(\omega)\right)\right) \mathrm{d} s
$$

We have to show that $u \equiv 0$. For $n \in \mathbb{N}$ let $k \in\left\{0, \ldots, 2^{n}-1\right\}$. We have

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H}
$$

## Idea of the proof of the main result

## Idea of the main proof

Fix an $\omega \in \Omega$. Let $u$ be a function solving

$$
u(t)=\int_{0}^{t} e^{-(t-s) A}\left(f\left(s, u(s)+X_{s}(\omega)\right)-f\left(s, X_{s}(\omega)\right)\right) \mathrm{d} s
$$

We have to show that $u \equiv 0$. For $n \in \mathbb{N}$ let $k \in\left\{0, \ldots, 2^{n}-1\right\}$. We have

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H}
$$

## Idea of the proof of the main result

## Idea of the main proof

Fix an $\omega \in \Omega$. Let $u$ be a function solving

$$
u(t)=\int_{0}^{t} e^{-(t-s) A}\left(f\left(s, u(s)+X_{s}(\omega)\right)-f\left(s, X_{s}(\omega)\right)\right) \mathrm{d} s
$$

We have to show that $u \equiv 0$. For $n \in \mathbb{N}$ let $k \in\left\{0, \ldots, 2^{n}-1\right\}$. We have

$$
\begin{gathered}
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \\
\left.\approx \int_{k 2^{-n}}^{(k+1) 2^{-n}} e^{-\left((k+1) 2^{-n}-s\right) A}\left(f\left(s, u(s)+X_{s}(\omega)\right)-f\left(s, X_{s}(\omega)\right)\right) \mathrm{d} s\right|_{H}
\end{gathered}
$$

## Idea of the proof of the main result

## Idea of the main proof

Fix an $\omega \in \Omega$. Let $u$ be a function solving

$$
u(t)=\int_{0}^{t} e^{-(t-s) A}\left(f\left(s, u(s)+X_{s}(\omega)\right)-f\left(s, X_{s}(\omega)\right)\right) \mathrm{d} s
$$

We have to show that $u \equiv 0$. For $n \in \mathbb{N}$ let $k \in\left\{0, \ldots, 2^{n}-1\right\}$. We have

$$
\begin{gathered}
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \\
\left.\approx \int_{k 2^{-n}}^{(k+1) 2^{-n}} e^{-\left((k+1) 2^{-n}-s\right) A}\left(f\left(s, u(s)+X_{s}(\omega)\right)-f\left(s, X_{s}(\omega)\right)\right) \mathrm{d} s\right|_{H} \\
\approx\left|\varphi_{n, k}(u)\right|_{H}
\end{gathered}
$$

Idea of the proof of the main result

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \approx\left|\varphi_{n, k}(u)\right|_{H}
$$

Let $u_{\ell}$ be a sequence of functions, which are constant on the dyadic intervals $\left[k 2^{-\ell},(k+1) 2^{-\ell}\left[\right.\right.$, converge to $u$. Using that $\varphi_{n, k}$ is continuous we have

## Idea of the proof of the main result

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \approx\left|\varphi_{n, k}(u)\right|_{H}
$$

Let $u_{\ell}$ be a sequence of functions, which are constant on the dyadic intervals $\left[k 2^{-\ell},(k+1) 2^{-\ell}\right.$ [, converge to $u$.

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \approx \lim _{\ell \rightarrow \infty}\left|\varphi_{n, k}\left(u_{\ell}\right)\right|_{H} .
$$

## Idea of the proof of the main result

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \approx\left|\varphi_{n, k}(u)\right|_{H}
$$

Let $u_{\ell}$ be a sequence of functions, which are constant on the dyadic intervals $\left[k 2^{-\ell},(k+1) 2^{-\ell}\left[\right.\right.$, converge to $u$. Using that $\varphi_{n, k}$ is continuous we have

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \approx \lim _{\ell \rightarrow \infty}\left|\varphi_{n, k}\left(u_{\ell}\right)\right|_{H}
$$

## We rewrite the above limit as a telescoping sum

Using various estimates we obtain

## Idea of the proof of the main result

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \approx\left|\varphi_{n, k}(u)\right|_{H}
$$

Let $u_{\ell}$ be a sequence of functions, which are constant on the dyadic intervals $\left[k 2^{-\ell},(k+1) 2^{-\ell}\left[\right.\right.$, converge to $u$. Using that $\varphi_{n, k}$ is continuous we have

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \approx \lim _{\ell \rightarrow \infty}\left|\varphi_{n, k}\left(u_{\ell}\right)\right|_{H} .
$$

We rewrite the above limit as a telescoping sum

$$
\left|\varphi_{n, k}\left(u_{n}\right)\right|_{H}+\sum_{\ell=n}^{\infty}\left|\varphi_{n, k}\left(u_{\ell+1}\right)-\varphi_{n, k}\left(u_{\ell}\right)\right|_{H} .
$$

Using various estimates we obtain

## Idea of the proof of the main result

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \approx\left|\varphi_{n, k}(u)\right|_{H}
$$

Let $u_{\ell}$ be a sequence of functions, which are constant on the dyadic intervals $\left[k 2^{-\ell},(k+1) 2^{-\ell}\left[\right.\right.$, converge to $u$. Using that $\varphi_{n, k}$ is continuous we have

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \approx \lim _{\ell \rightarrow \infty}\left|\varphi_{n, k}\left(u_{\ell}\right)\right|_{H} .
$$

We rewrite the above limit as a telescoping sum

$$
\left|\varphi_{n, k}\left(u_{n}\right)\right|_{H}+\sum_{\ell=n}^{\infty}\left|\varphi_{n, k}\left(u_{\ell+1}\right)-\varphi_{n, k}\left(u_{\ell}\right)\right|_{H} .
$$

Using various estimates we obtain

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \leq C 2^{-n}\left|u\left(k 2^{-n}\right)\right|_{H} \ln \left(1 /\left|u\left(k 2^{-n}\right)\right|_{H}\right) .
$$

Idea of the proof of the main result

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \leq C 2^{-n}\left|u\left(k 2^{-n}\right)\right|_{H} \ln \left(1 /\left|u\left(k 2^{-n}\right)\right|_{H}\right) .
$$

## From this we use a discrete log-type Grownwall Inequality.

Idea of the proof of the main result

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \leq C 2^{-n}\left|u\left(k 2^{-n}\right)\right|_{H} \ln \left(1 /\left|u\left(k 2^{-n}\right)\right|_{H}\right) .
$$

From this we use a discrete log-type Grownwall Inequality.


## Idea of the proof of the main result

$$
\left|u\left((k+1) 2^{-n}\right)-u\left(k 2^{-n}\right)\right|_{H} \leq C 2^{-n}\left|u\left(k 2^{-n}\right)\right|_{H} \ln \left(1 /\left|u\left(k 2^{-n}\right)\right|_{H}\right) .
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## Lemma (Discrete log-type Grownwall inequality)
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Furthermore, since $u(0)=0$ we conclude $u \equiv 0$.
This solves the reduced problem and completes therefore the proof of the main result.
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## Theorem

Given any filtered probability space $\left(\Omega, \mathcal{F},\left(\mathcal{F}_{t}\right)_{t \in[0, T]}, \mathbb{P}\right)$ there is a path-by-path unique solution.
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Hence, by Yamada-Watanabe we obtain a strong solution.
Any filtered probability space is therefore equipped with a solution, hence we can invoke our main result.

Thank you for your attention!

